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SUMMARY

This paper describes XSEDE Metrics on Demand, a comprehensive auditing framework for use by high-performance computing centers, which provides metrics regarding resource utilization, resource performance, and impact on scholarship and research. This role-based framework is designed to meet the following objectives: (1) provide the user community with a tool to manage their allocations and optimize their resource utilization; (2) provide operational staff with the ability to monitor and tune resource performance; (3) provide management with a tool to monitor utilization, user base, and performance of resources; and (4) provide metrics to help measure scientific impact. Although initially focused on the XSEDE program, XSEDE Metrics on Demand can be adapted to any high-performance computing environment. The framework includes a computationally lightweight application kernel auditing system that utilizes performance kernels to measure overall system performance. This allows continuous resource auditing to measure all aspects of system performance including filesystem performance, processor and memory performance, and network latency and bandwidth. Metrics that focus on scientific impact, such as publications, citations and external funding, will be included to help quantify the important role high-performance computing centers play in advancing research and scholarship. Copyright © 2012 John Wiley & Sons, Ltd.

1. INTRODUCTION

Historically, many separate and diverse monitoring tools have been used within supercomputing centers to address the diverse needs of end-users, system administrators, and center directors. This includes Nagios [1], a monitoring solution for hosts, services, and networks; Ganglia [2], a scalable distributed monitoring system for high-performance computing systems, such as clusters and Grids; Cacti [3] for network graphing solutions; and Inca [4] for user-level Grid monitoring with periodic, automated user-level testing of the software and services required to support Grid operation. Furthermore, Grid-related tools including Globus and Condor include explicit modifications to incorporate auditing and monitoring features. Condor provides, through Hawkeye [5], a mechanism for collecting, storing, and using information about computers. Globus provided the first notable user level auditing tool, initially developed by von Laszewski [6] to augment the GridFTP service. Most recently the Globus project has significantly enhanced this work while explicitly integrating an
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auditing component into GRAM [7] that can interface with the local accounting system of a resource provider. In addition, efforts in accounting and auditing have been conducted as part of the TeraGrid [8–21]. Hardware performance monitoring is accomplished using kernel-based access to hardware counters or at a higher level of abstraction through PAPI Services [22]. The Open Science Grid has developed the Gratia accounting system that utilizes a number of probes and a central collector and graphical display capability [23]. Department of Energy (DOE) and Department of Defense (DOD) programs have contributed system management and monitoring tools, including the Department of Defense high-performance computing (HPC) modernization program’s sustained systems performance monitoring tools [24, 25], the National Energy Research Scientific Computing Center performance monitoring tools [26] and Department of Energy ‘operational assessment’ metrics for various HPC sites [27].

At the academic high-performance computing center level, the open-source tool UB Metrics on Demand (UBMoD) [28], presents resource utilization (CPU cycles consumed, total jobs, average wait time, etc.) for individual users, research groups, departments, and decanal units. A role-based authentication scheme is used to display data in the format best suited to the end-user (for example, student, research group leader, department chair, dean, etc.). A web-based user interface provides a dashboard for displaying resource consumption along with fine-grained control over the time period and resources displayed. The data warehouse back-end is populated with data from resource managers commonly found in high-performance computing environments (TORQUE [29], OpenPBS [30], and SGE [31] are currently supported), and can be customized to support new resource managers. The most recent release of UBMoD adds the ability to apply custom tags to users and jobs and to then filter all reports using those tags. This provides complete flexibility for organizing users into departments, projects, and groups. For example, users can be tagged as members of one or more projects and reports can be dynamically generated for those projects.

Although numerous and diverse, the monitoring tools described above are largely passive and local in nature, reporting on data such as total number of jobs run, CPU cycles delivered, average wait time, etc. Existing user-oriented tools such as Inca provide notification in response to specific triggers but do not provide global metrics. Unfortunately, this type of monitoring is not well suited to identify hardware and software weaknesses or deficiencies in the computing infrastructure. For example users frequently encounter problems when running on compromised or faulty hardware that cause their calculation to either fail outright (through no fault of their own) or run so slowly that it runs into the time limit. It is often very difficult for system support personnel to preemptively catch all such potential problems, with the result that the end-users are the ‘canaries’ that report damaged or underperforming resources, often after investigations that are very expensive both in terms of computational resources and personnel time.

Today’s monitoring tools for HPC are further limited in that they fail to consider important metrics such as impact on science, publications, citations and external funding supported by access to HPC infrastructure. Although typically much more difficult to collect and certainly more subjective in nature, these metrics are nonetheless important to the long-term sustainability of academic HPC centers. Despite the clear and crucial role that campus-based HPC centers play in supporting research and scholarship at a modern research university [32], it is safe to say that all too often, given today’s financial pressures, administrative support for such centers is difficult to garner and budgetary pressure is constantly applied. This is partly due to the lack of quantitative metrics that clearly demonstrate the utility, service, competitive advantage, and return on investment that these centers provide. Because resources are limited, it is incumbent on HPC centers to provide quantitative evidence to justify the university’s continued investment, and accordingly these metrics should be an integral part of a holistic approach to monitoring.

The auditing framework presented here, XSEDE Metrics on Demand (XDMoD), seeks to remedy some of the above-mentioned deficiencies. It rests on a foundation of traditional system monitoring and response. However, the framework is also designed to preemptively identify potential bottlenecks from user applications by deploying customized, computationally lightweight ‘application kernels’ that continuously monitor system performance and reliability from the application users’ point of view. We use the term ‘application kernel’ in this case to represent micro and standard benchmarks that represent key performance features of modern scientific and engineering
applications, and small but representative calculations carried out with popular open-source high-performance scientific and engineering software packages. The term ‘computationally-lightweight’ is used to indicate that the application kernel runs for a short period (typically less than 10 min) on a small number of processors (less than 128 cores) and therefore requires relatively modest resources for a given run frequency (say once or twice per week). Accordingly, through XDMoD, system managers have the ability to proactively monitor system performance as opposed to having to rely on users to report failures or underperforming hardware and software. In addition, through this framework, new users can determine which of the available systems are best suited to address their computational needs. We begin with a description of the XDMoD architecture.

2. XSEDE METRICS ON DEMAND ARCHITECTURE

The system is comprised of three major components: the XDMoD Data Warehouse, which ingests data daily from the XSEDE (XD) central database, the XDMoD RESTful API, which provides services to external applications, and the XDMoD Portal, which utilizes the RESTful API and provides an interface to the world; each of these is described in detail below. Figure 1 provides a high-level schematic of the XDMoD framework architecture.

2.1. XDMoD Data Warehouse

The XDMoD Data Warehouse is the local repository for data obtained from multiple sources such as the XSEDE central database (XDCDB) and Inca, and is responsible for importing and aggregating this data. The XSEDE central database is an extensive, unified database containing job statistics such as number of jobs, job size, CPU hours consumed, job wait times, etc., for all jobs run on XSEDE resources. It also stores allocation and user information. Inca serves as the deployment engine for all of the XDMoD application kernels. Through a process called ingestion, data from these sources are retrieved, parsed, aggregated across multiple dimensions for faster access, and
subsequently stored in the XDMoD data warehouse. As is typical of many large data warehouses, the data have been selectively denormalized to improve performance by reducing the need for join operations as opposed to being represented in 3rd Normal Form [33]. To facilitate the ingestion of XSEDE job data, we maintain a local mirror of the XDCDB that is updated daily from the primary database. In terms of scale, the daily ingestion process for the XSEDE central database imports, aggregates, and summarizes an average of 30K records from more than 20 active resources with a total of approximately 1500 active users. During this process, relationships between the various datasets are established so that information can be easily compared with the XDCDB.

An ingestion API has been developed to simplify the development of ingesters for new data sources and also provide access to the information stored in the data warehouse. The current implementation of the API supports time series queries, which aggregate data over time based on a user specified aggregation unit (day, month, quarter, year), and simple aggregation queries that sum or average over a user defined period of time. By ‘time series’ we simply mean a sequence of data points measured at successive time instants. Query results may be limited or restricted to certain dimensions and statistics in the data warehouse depending on the users’ role. The API also provides functionality for visualizing the results as charts or datasets (i.e., spreadsheets). As described in Section 3, time series based datasets can be plotted as area, line, or bar charts, while aggregate datasets can be plotted as bar, line, or pie charts. Moreover, the API provides multiple export formats: PNG, EPS, CSV, XML, and JavaScript Object Notation.

It is important to note that while XDMoD is currently tailored to work with the data stored in the XDCDB, future releases will allow for custom databases containing similar data collected by individual HPC centers through the use of custom ingesters. In the meantime, the open source package UBMoD is available to provide useful utilization metrics for academic HPC centers [28].

The XDMoD data warehouse employs a dimensional starflake model for storage of the ingested data. Most data warehouse designs use dimensional models, such as Star-Schema, Snow-Flake, and Star-Flake [34, 35]. A star-schema is a dimensional model with fully denormalized hierarchies, whereas a snowflake schema is a dimensional model with hierarchies represented in the 3rd Normal Form [36]. A starflake schema, a combination of a star schema and a snow-flake schema, provides the best solution because it allows for a balance between two extremes. For example, while some of the dimensions having a very long list of attributes that may be used in a query perform better by being ‘snowflaked’, other dimensions perform better by using the star schema where the dimension is denormalized [38]. Therefore, the decision whether or not to normalize a dimension is based on the properties of the dimension. Upon ingestion, the transactional data of various data sources (e.g., XDCDB) are partitioned into ‘facts’ or ‘dimensions’. Dimensions are the reference information that give context to facts. For example an XD job transaction can be partitioned into facts such as the job_id and total CPU time consumed, and into dimensions such as resource provider, field of science, funding allocation, and the principal investigator of the project.

Although a careful review of our star-flake schema design decreased query times by an average of 10 times and up to 30 times over the initial snowflake design, the data warehouse still needed to address performance of aggregating data over dynamic timeframes. For this purpose, the data warehouse fact tables are aggregated (i.e., pivoted) one more time over units of time as a new dimension. In this phase, we aggregate data over its complete duration by day, month, quarter and year. Keeping multiple resolutions of aggregated data allows for faster queries and is especially important for large data sets covering long periods of time.

The data from the fact table is summarized into aggregates and stored physically in a different table than the fact table. Aggregates can significantly increase the performance of the query because the query will read fewer data from the aggregates than from the fact table. Because the time to read data from physical disk is the largest bottleneck in query execution time, reducing the number of rows that need to be accessed greatly improves the query performance of the data warehouse.

2.2. RESTful API

To better abstract the underlying implementation and data organization and insulate both external and internal components from any necessary changes to XDMoD internals we have implemented
a RESTful API (that is conforming to representational state transfer as defined by Roy Fielding [37]) that provides access to all supported functionality. To assist third party developers (and internal developers needing to interface with XDMoD components), we have implemented a self-documenting feature to make this task easier. The XDMoD RESTful API Catalog provides a mechanism for API developers to include documentation within the API implementation that is automatically formatted into a description document and presented to third party developers to assist them in utilizing the API.

2.3. XSEDE Metrics on Demand portal

The XDMoD portal is a web-based application developed using open source tools including the LAMP (Linux, Apache, MySQL, PHP) software stack and the ExtJS [38] user interface toolkit. XDMoD is developed using the Model-View-Controller [39, 40] software design pattern with the View being implemented entirely using the ExtJS user interface toolkit to provide the look-and-feel and advanced features of a desktop application within a web browser. The Controller serves as a router where service requests are received and sent to the appropriate Model (e.g., charting, report building, application kernels, etc.) for handling. Multiple Controllers can be created to handle specific types of requests such as the generation of charts, creation of customized reports, and queries for information such as available resources to feed the user interface. We have chosen to use authenticated RESTful services as the interface to all backend data services (Controllers and Models) and to completely decouple the user interface (View) from the backend services. This decoupling allows us to immediately achieve the goal of providing a service API that can be utilized by third-party data ingestion or display tools such as Google gadgets or other portal infrastructures. ExtJS is an advanced cross-browser JavaScript user interface toolkit that provides a rich set of functionality that one would typically expect to find in a desktop application including drag-and-drop functionality, event handling, callbacks, and customizable widgets. This provides XDMoD developers with a wide variety of features to build into the portal such as: tree views for organizing hierarchical data, tabbed display panels for organizing and displaying different types of information, a mechanism for easily utilizing RESTful services, and components for automatically parsing data returned from those services.

Because the XDMoD Portal service has to meet the needs of diverse classes of users, the interface includes an on-going user needs analysis. Additionally, we have adopted a role-based scheme, which presents a customized view for each category of user.

3. XSEDE METRICS ON DEMAND FUNCTIONALITY

XSEDE Metrics on Demand provides a role-based web portal for mining HPC metrics data and performing statistical analysis. In the present implementation of XDMoD, data are ingested daily and queries are tuned to provide results within a few seconds. Currently XDMoD is designed to function within the XSEDE framework, although future versions will support activities at academic and industrial HPC centers. The XDMoD portal (https://xdmod.ccr.buffalo.edu) provides a rich set of features accessible through an intuitive graphical interface, which is tailored to the role of the user. Currently, five roles are supported: Public, User, Principal Investigator, Center Director and Program Officer. Although XDMoD will continue to evolve over time, it is useful to describe some of its current functionality.

As shown in Figure 2, which is a screen capture of the XDMoD interface for the Program Officer role, the interface is organized by tabs. Different functional tabs are displayed for different XDMoD roles. For illustrative purposes, we will focus on the Program Officer role. The Summary tab shown in Figure 2 displays a snapshot overview of XSEDE, with several small summary charts visible. Clicking on the XSEDE button (in the row underneath the tab row) brings up a drop down menu that allows one to narrow the scope of the metrics displayed to a particular service provider. The default is to show utilization over the previous month, but the user may select from a range of preset date ranges (week, month, quarter, year to date, etc.) or choose a custom date range. The Usage tab
Figure 2. XDMoD Portal Interface. Shown are four charts summarizing XD performance. Key features of the interface include the ability to export the data and chart, select custom date ranges, display the chart in several formats (column, pie, line, and area), and generate a custom report containing any number of desired charts.

presently provides access to a set of 22 XSEDE-wide metrics that are accessible through the tree-structure on the left-hand side of the portal window. If logged in under the User role as opposed to the Program Officer role, then the usage tab provides details specific to your utilization as opposed to all of XSEDE. The Usage Explorer tab, which also provides access to all of the metrics available through the Usage tab, facilitates comparison among the various metrics by allowing multi-axis plots, as shown in Figure 3. The App Kernels tab provides information on the application kernel performance on XSEDE resources. The data generated by the application kernels is substantial, making the exploration of the data challenging. However, the App Kernel Explorer tab provides an interface that facilitates exploration of the application kernel performance metrics. Here the user can easily select a specific application kernel or suite of application kernels, a specific resource, and a range of job sizes for which to view performance. The Search Usage tab allows the Program Officer to view the utilization data for any XSEDE user. The Report Generator tab gives the user access to the Custom Report Builder that allows a user to create and save custom reports. For example, a user may wish to have specific plots and data summarized in a concise report that they can download for offline viewing. The user can also choose to have custom reports generated at a user specified interval (daily, weekly, quarterly, etc.) and automatically send to them via email at the specified time interval, without the need to subsequently log into the portal.

Accessing XDMoD through the Public role (https://xdmod.ccr.buffalo.edu) requires no password, and although not all the functionality listed above is available in this view, it does allow users to explore utilization metrics of XSEDE resources over an adjustable timeframe.

Metrics provided by XDMoD include: number of jobs, service units charged, normalized units provided, CPUs used, wait time, wall time, minimum, maximum and average job size, average service units charged, average normalized units provided, average CPU used, average wall time, average wait time and user expansion factor. These metrics can be broken down by: field of science, gateway, institution, job size, job wall time, National Science Foundation (NSF) directorate, NSF user status, parent science, person, Principal Investigator, and by resource. Please note that in this paper a metric is defined to be an analytical measurement intended to quantify the state of a system. A context-sensitive drill-down capability has been added to many charts allowing users to access additional related information simply by clicking inside a plot and then selecting the desired metric. For example, in Figure 3, which is a plot of total CPU hours by job size for all XSEDE resources,
one can select any column in the plot and obtain additional information (such as field of science) specific to the range of data represented by the column.

A ‘breadcrumb trail’ has also been implemented to provide users with feedback as to how they arrived at a particular chart and provide a mechanism for moving back and forth within that hierarchy. Additional functional features include: the ‘Export’ button that allows data to be output in a variety of formats (CSV, XML, PNG, EPS), the ‘Filter’ button, which allows the user to select which data to display and which to hide in a given plot, and the ‘Help’ button, which allows the user access to the XDMoD user guide. The ‘Display’ button allows the user to customize the type and appearance of the chart and to toggle between the display of a given chart or the data set used in its generation and also to display time series (that is data plotted as a function of time).

4. APPLICATION KERNEL AUDIT SERVICE

Most modern, multipurpose HPC centers mainly rely upon system related diagnostics, such as network bandwidth, processing loads, number of jobs run, and local usage statistics to characterize their workloads and audit the performance of their infrastructure. However, this is quite different from having the means to determine how well the computing infrastructure is operating with respect to the actual scientific and engineering applications for which these HPC platforms are designed and operated. Some of this is discernable by running benchmarks; however, in practice benchmarks are so intrusive that they are not run very often (see, for example, Ref. [25] in which the application performance suite is run on a quarterly basis), and in many cases only when the HPC platform is initially deployed. Today’s HPC infrastructure is a complex combination of resources and environments that are continuously evolving, so it is difficult at any one time to know if optimal performance of the infrastructure is being realized. The key to a successful and robust science and engineering-based HPC technology audit capability lies in the development of a diverse set of computationally lightweight application kernels that will run frequently on HPC resources to monitor and measure system performance, including critical components such as the global filesystem performance, local processor-memory bandwidth, processing speed, and network latency and bandwidth. The
application kernels are designed to address this deficiency, and to do so from the perspective of the end-user applications. As noted in the introduction, we use the term ‘application kernel’ to represent micro and standard benchmarks that represent key performance features of modern scientific and engineering applications, and small but representative calculations carried out with popular open-source high-performance scientific and engineering software packages.

The initial set of application kernels were drawn from community open-source scientific and engineering codes like NWChem [41, 42], GAMESS [43–45], NAMD [46, 47], WRF [48], and CESM [49], and established low-level and microbenchmark tools [50, 51], MPI benchmarks [52], high-performance LINPACK [53], and GRAPH500 [54]. Categorizing the current set of kernels has been accomplished by application area, but as the kernel population grows we anticipate also using a more functional approach similar to the Berkeley ‘dwarfs’ [55]. A recent Department of Energy study for Exascale computing needs [56] exemplifies this overlap between application areas and the kernel ‘dwarf’ classification of the computationally intensive algorithms involved. Table I shows our current sampling of the dwarfs by application kernels (in terms of the original seven dwarfs and the application areas we have sampled thus far).

Our initial set of application kernels largely fall into the application areas of molecular physics, computational chemistry, weather/climate modeling, and nanoscale science, plus we have lower level microbenchmarks and benchmarks specifically for input/output (I/O). The GRAPH500 benchmark samples a different, expanded view of the dwarf classification [57] in data-intensive graph-oriented combinatorial kernels. The list of application kernels will continually be expanded to ensure a thoroughly representative sampling of application areas, even as new applications are developed.

We have distilled ‘lightweight’ benchmarking kernels from these that are designed to run quickly with an initially targeted wall-clock time of less than 10 min. However, we also anticipate a need for more demanding kernels to stress larger computing systems subject to the needs of HPC resource providers to conduct more extensive testing. The goal is to touch all major performance issues to be found in typical HPC compute and data environments, including (1) local scratch, (2) global filesystems for file staging and parallel I/O, (3) local processor-memory bandwidth, (4) processing speed, and (5) network latency and bandwidth. For some aspects of performance it will become necessary to develop customized kernels, but we are initially leveraging existing applications as much as possible, provided that they can be kept lightweight and therefore low-impact.

This preliminary list of application kernels was not meant to be exhaustive — indeed we intend to use an open-source framework that will easily allow for end-users to donate their own application kernels to the service. Application kernels will be preferred that satisfy the following profiling and usability criteria: (1) the application needs to provide reliable low-level performance data that can be used for measuring the metric of choice: for example, NWChem provides I/O statistics on scratch space used to store temporary files that can be used to identify underperforming and nonperforming disk space, while STREAM can similarly be used for processor-memory bandwidth. (2) Essential pieces of the system (processor, memory, and input/output) can all be tested from the application’s point of view. While a single application kernel will not simultaneously test all of these aspects of machine performance, the full suite of kernels will stress all of the important performance-limiting attributes.

It is important to note, however, that the application kernels will run at regular intervals from the user’s perspective, in that a regular user account is employed to run the kernels at both planned

<table>
<thead>
<tr>
<th>Kernel class</th>
<th>Structured grids</th>
<th>Unstructured grids</th>
<th>Fast Fourier Transform</th>
<th>Dense linear algebra</th>
<th>Sparse linear algebra</th>
<th>N-body</th>
<th>Monte Carlo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biomolecular</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computational Chemistry</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fluid Dynamics</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Climate/Weather Modeling</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table I. Correspondence between currently deployed application kernels and the Berkeley dwarfs (the original seven dwarfs have been considered thus far of the extended list of 13).
and requested intervals on XSEDE resources (even if the application kernels are light enough that they require only a few minutes each, it is likely that there will be enough of them that only a subset is run at any given time). The resulting performance data (including overall run time, run time of various subsystems and other data characteristic of the various application kernels) will be archived within the XDMoD framework and used to provide immediate and long-term feedback on the performance profile of the HPC resources. An automated schedule can also be put in place for running the kernels, initially corresponding to system maintenance times to minimize the impact on normal operations and accommodate the occasional need for performing runs at large scale. These intervals can easily be adjusted, and we further anticipate implementing a responsive unit in which system support personnel at various HPC resources can place requests for custom scheduling of the application kernel test suites, and quantitative measures of the application kernel coverage of given resources. Notifications of diagnostic failures can be sent to support personnel automatically, while performance issues will be flagged for lower priority notification and further testing. Existing software infrastructure has been leveraged for running the application test kernels — currently Inca is being used [4]. Thus, as shown in Figure 1, data from the application kernels are readily ingested into the XDMoD Data Warehouse for subsequent analysis and access to users.

Crucial to the success of the application testing strategy, however, is the inclusion of historical test data within the XDMoD data warehouse and data management system. Site administrators can easily monitor application kernel run failures for troubleshooting performance issues at their site. As an example, consider Figure 4, which shows the unanticipated results brought to light by a periodically running application kernel based on the popular NAMD molecular dynamics package [46]. The application kernel detected a roughly 25% degradation in the NAMD baseline performance that was the unanticipated result of a routine system-wide upgrade of the application version. Possible strategies for restoring the pre-upgrade performance include the use of more aggressive compiler options, but care will need to be exercised to ensure the desired level of accuracy is maintained. Without application kernels periodically surveying this space, the loss in performance would have gone unnoticed.

Application users will also be able to examine a performance profile for an application kernel of their choice (or even one that they themselves submitted and had incorporated into the application

---

Figure 4. Plot of execution time of NAMD-based application kernel on 8, 16, 32, and 64 cores over a 1 month time period. Jump indicates when NAMD application underwent routine system-wide upgrade in the application version, which resulted in as much as a 25% degradation in performance (note automatic change indicator symbols indicate when application was upgraded).
kernel testing distribution) to better predict their job’s execution time and selectively target better-performing resources. We anticipate creating a user-selectable application role within XDMoD to better allow end-users to preferentially view application kernel statistics that overlap their area of interest. There is also great utility in cross-site performance data, because resource providers and planners can use the data (including the queue wait times and overall job statistics for the kernels themselves) to better allocate and design new HPC resources.

A further important component of application kernel based auditing will be the development of an Application Kernel Toolkit that will facilitate the development of novel application kernels by other groups interested in devising metrics to help evaluate their computing infrastructure. The toolkit also will allow other HPC centers and providers to access the application kernels developed under XDMoD and install and run them on their own clusters to improve performance and the delivery of resources. The toolkit will initially consist of documentation and examples on existing application kernels, together with scripts needed for integration with the monitoring framework. As the application kernels evolve, a custodial process will be developed in which user-developed and supplied kernels can be adopted into the mainstream collection. We anticipate that growth in the pool of application kernels will necessitate an organized collection, into application areas focused around the Berkeley ‘dwarfs’ that characterize the computation and communication demands of scientific and engineering applications [55, 57].

5. FUTURE WORK

We have laid a solid foundation for XDMoD from which to build upon. For example, we are working on a function called ‘User Like Me’, which has the capability of allowing users to rank XD computational resources based upon the type of calculation that they are performing and help set expectation levels for application performance. Thus, a user will be better able to judge if the performance and scaling of their application on a given resource is reasonable by comparing their results to similar applications. We are also working on ingesting grant and publication information into the XDMoD database to provide quantitative metrics regarding scientific impact. Initially the application kernels were run solely on Center for Computational Research computational resources but the deployment has now been extended to run on the FutureGrid systems (futuregrid.org) and on select XSEDE resources. Ultimately we will extend this throughout XSEDE, FutureGrid, and to other HPC systems putting together an application kernel data warehouse that can be accessed using XDMoD. An application kernel toolkit to facilitate application kernel development and deployment is also being developed.

Perhaps most noteworthy is the development of an open-source version of XDMoD (HPCMoD) that can be utilized by academic and industrial HPC centers to have a more far-reaching impact. HPCMoD will represent a substantial upgrade of UBMoD both in terms of capabilities and ease of use. The information utilized by XDMoD to describe the XSEDE structure, resources, and operation is very similar in nature to the information that describes resources available at a typical HPC center. In fact, a typical HPC center can be treated conceptually as XSEDE with a single resource provider. Figure 5 displays how the relationships between various XSEDE entities such as HPC resources organization, user hierarchy, and scientific hierarchy can readily be mapped to similar entities in an academic or commercial organization. Both XSEDE and HPC centers employ the concept of users, jobs, help desk tickets, publications, and one or more resources (e.g., compute cluster, storage pool, etc.). Users also fall into a similar hierarchical organizational structure differing only in the terms used to describe nodes in the hierarchy. On XSEDE, users are associated with a particular NSF directorate and field of science based on their allocation; an academic HPC center may group users by decanal unit and department (as is carried out in UBMoD); an industrial HPC center may group users by project and department. Similarly, the job level information collected can include a job name, wall clock time, start and end dates, memory utilization, and so on.

In addition, user access roles bear a strong resemblance between XSEDE and a typical HPC center. Where XDMoD utilizes roles for a Program Officer, Center Director, Principal Investigator, Campus Champion, User, and Public, a university-based HPC center might require similar roles for
Figure 5. Data associations between XDMoD and a typical HPC center.

Figure 6. Role associations between XDMoD and a typical HPC Center.

a President/Provost, Dean, Department Head, Center Director, System Administrator, PI, and User as shown in Figure 6. HPCMoD will provide a facility for adjusting the access of these roles so that they are appropriate for a particular installation.

While the open source HPCMoD will utilize the same data warehouse, analysis back-end, and visualization user interface as XDMoD, deployment in a non-XSEDE HPC environment will require some level of development and information gathering efforts. For example, XSEDE collects their organization, resource, user, and job information in the XDCDB. XDMoD utilizes tools called ‘ingesters’ (see Figure 1) to consume this information and format it for inclusion into the local XDMoD data warehouse. For an individual HPC center with job data stored in resource manager (e.g., PBS, LSF) log files, a custom ingester will be needed to parse these log files and provide
the extracted information to the HPCMoD data warehouse. Although we intend to develop custom ingesters for some of the common resource managers, we expect that other HPC centers will contribute their custom ingesters for inclusion in future releases. Information describing users, projects and hierarchical structure of an organization will also be needed but this process will be facilitated by interfaces and the API provided by HPCMoD.

It should be noted that the display and analysis of application kernel data will remain largely unchanged between XDMoD and the open source HPCMoD. This is due to the fact that the application kernel data are generally specific to the applications themselves rather than the individual resources.

6. CONCLUSIONS

XSEDE Metrics on Demand has become a useful tool for rapid, high-level monitoring of the XSEDE infrastructure that is currently utilized by XSEDE leadership, service providers, and NSF program officers to monitor performance and guide policy decisions [58]. For example, XDMoD tools can readily audit the XD system to compile weekly, monthly, quarterly, or annual reports breaking down the services delivered by investigator, institution, scientific discipline or resource as desired for high-level program officers. Indeed, it is now utilized to generate utilization reports for all service providers for inclusion in the XSEDE quarterly reports. Furthermore, the initial application kernel deployment has shown itself to be useful even in early testing. For example, during the process of running application kernels and testing them for scalability on our local HPC resources we discovered that one of our production level molecular dynamics applications was incorrectly compiled causing a substantial performance degradation for parallel jobs that were larger than eight processors. Without the application kernels, this likely would have gone undetected for some time, resulting in longer execution times for our users and wasteful utilization of already oversubscribed resources. The application kernels also uncovered a subtle bug [58] in a vendor-supplied low-level IO routine for our parallel file system that resulted in sporadic severe performance degradation for NWChem, a heavily utilized quantum chemistry software package. Once informed, the vendor provided a software patch to correct the problem. Again, without the application kernels, this likely would have gone unnoticed given its sporadic nature. Users would simply have had to deal with failed jobs, resubmitting them and hoping for successful completion. Furthermore, once fully running on all XSEDE resources, the application kernels will provide end-users with a way to compare application performance across service providers, and therefore help determine which of the XSEDE resources is best suited to their application.

We anticipate that the full value of the XDMoD system for XSEDE will be realized when it is fully operational and used by program managers and end-users to optimize their utilization of XSEDE resources in all areas — from allocation requests to reporting results to determining which systems are best suited for their application. Furthermore, XSEDE resource providers will be able to use the system to conduct analyses to set and adjust policies that maximize system usability and importantly proactively troubleshoot their HPC environment to ensure it is operating optimally. We also anticipate XDMoD usage cases where the instantaneous access to metrics will aide resource providers in making infrastructure decisions. Importantly, the open source version of XDMoD will have an impact beyond XSEDE — providing university and industrial HPC centers with a tool to optimize the delivery of high-performance computing resources to their local user community. Although functionality continues to be added to XDMoD, the features summarized in this paper have already proven quite useful and provide a solid foundation for future development.
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